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The three waves of 
the evidence 
revolution



Wave one: New public management and
the results agenda

• Origins US, UK, Australia and New Zealand
• Adopted Clinton and Blair governments
• Shifted focus from monitoring inputs (how much money 

we spend)…

• to outcomes (long-term unemployed returned to work, 
families lifted out of poverty, women empowered etc.



UK Modernizing Government 
(aka ‘the results agenda’)

The Government wants to ensure the 
effectiveness of the services the public 
receive. That is what makes a difference 
to the quality of people’s lives. The way 
to do this is through Public Service 
Agreements (PSAs).

UK Cabinet Office



DFID PSA Performance Targets, 1999-2002

Source: Public Services for the Future: Modernisation, Reform, Accountability Comprehensive 
Spending Review: Public Service Agreements 1999-2002 Cm 4181



For those familiar with US 
strong sense of deja vu

Government 
Results and 
Performance 
Act, 1993



Application by USAID

• USAID: six strategic development goals
• E.g. “broad-based economic growth and 

agricultural development encouraged”
• For each goal defined outcome indicators at both 

country and global levels
• E.g. “average annual growth rates in real per capita 

income above 1 per cent”



• FY 2000 performance report states  that “nearly 70 
per cent of USAID-assisted countries were growing 
at positive rates in the second half of the 1990s, 
compared with 45 per cent in the early part of the 
decade”

But: ‘one cannot 
reasonably 
attribute overall 
country progress 
to USAID 
programs’

GAO: ‘so broad and 
progress affected by many 
factors other than USAID 
programmes, [that] the 
indicators cannot 
realistically serve as 
measures of the agency’s 
specific efforts’



And so…
USAID abandoned the use of strategic 
indicators as performance measures 
(retaining them as ‘Development 
Performance Benchmarks’)
This does not mean should NOT do 
monitoring… but know what it can and 
cannot do



Monitoring Factual data of what happened. Especially useful at lower reaches of causal 
chain



So how do we measure what difference a 
programme makes, i.e. impact?

By using rigorous impact evaluations 
with a valid comparison group to control 
for selection bias, preferably a 
randomized controlled trial



So how are we to measure impact?

Wave Two: The 
Randomization 
Revolution



Number of social work RCTs published by year

Source: Calculated from Bruce Thyer ‘A Bibliography of Randomized Controlled Experiments in Social Work (1949–2013): Solvitur Ambulando’  Research 
on Social Work Practice 2015, Vol. 25(7) 753-793



Education RCTs in IES database 
by year of publication



Annual publication rigorous impact evaluations in 
international development



And for labour market research



But we should not use single studies 
to inform global policy

• Mandatory 
arrest

• Nurse Family 
Partnership

• Deworming



Wave Three: The Rise 
of Rigorous Evidence 
Synthesis



What is a systematic review?

• Systematic reviews
– A systematic approach to summarizing the results from all existing studies 

on a specific question

• Meta-analysis
– A statistical technique for combining effect sizes (impact estimates) into a 

single average treatment effect and examining sources of variation in 
effect sizes

• Primary studies
– The individual studies which are included in a systematic review

• Impact evaluation
– Studies include counterfactual analysis of effects. Randomized controlled 

trials (RCTs) are the most common impact evaluation design, but reviews 
can include valid non-experimental designs



Steps in the review process

• Setting the question (the PICO)

• Search strategy

• Screening

• Coding

• Synthesis

• Reporting

• Engagement with policy and practice

Systematic

Systematic

Systematic

Systematic

Systematic

systematic



Evidence-driven project cycle

Consult 
evidence 
base to 
inform 
design Formative 

testing in 
local context

Pilot 
programme: 

Efficacy 
studies

Go to scale 
with 

promising 
components: 
effectiveness 

studies

Keep testing as 
roll out to new 
populations / 

contexts / design 
features

Synthesize 
evidence 
across all 
studies



Institutionalization 
of use of evidence is 
taking place



Institutionalisation of the use of 
evidence: health

The World Health Organization (WHO) follows a guideline 
development process, described in detail in the WHO 
Handbook for Guideline Development (2nd edition), 
overseen by the Guidelines Review Committee (GRC) 
established by the Director-General in 2007. The WHO 
Guidelines Review Committee ensures that WHO 
guidelines are of a high methodological quality, developed 
using a transparent and explicit process, and are 
informed on high quality systematic reviews of 
the evidence using state-of–the art systematic search 
strategies, synthesis, quality assessments and methods.



UK Health: NIHR-NICE

National Institutes Health Research (NIHR): 
• Provides infrastructure support to 21 Cochrane Groups
• NIHR Cochrane Programme Grant Scheme funds reviews of 

relevance to NHS
• NIHR Cochrane Incentive Awards to accelerate reviews

National Institute for Clinical Excellence (NICE), Use 
systematic reviews for:
• Guideline production
• Eligibility for NHS resources



Language of evidence spreading 
to all sectors



What is happening?  The UK model

• What Works Centres
• Funded by government and 

Big Lottery
• Commission reviews, largest 

also primary studies Funding > 500 trials in > ¼ 
primary schools in UK
Evidence portal
E.g. Pupil premium: in 2015 
64% used Teaching and 
Learning Toolkit compared to 
36% in 2012. But 77% use 
funds on programmes for all 
pupils



Example of an 
evidence portal



What is happening?  The US model

• History since early seventies 
(e.g. negative income tax)

• What Works Clearing House 
well-established in 
education

• More recently ‘Moneyball
for government’

• Moneyball for gov
programmes

• Eg, Head Start, Nurse Family 
Partnership

• But
– Single studies
– Possible COI



The Nordic model

• Core funding to government 
research agencies to 
produce systematic reviews

• Priorities agreed through 
annual consultation exercise

• Evidence used for funding 
decisions and guidelines

• Knowledge Centre for 
Education (Norway)

• Example: school dropouts



Five general lessons 
from systematic 
review literature



Most things don’t work: the 80% rule

• 80% of businesses fail in the first five years

• Business: Over 13,000 RCTs of new 
products/strategies conducted by Google and 
Microsoft, 80- 90% no significant effects. 

• Education: 90 interventions evaluated in RCTs by IES -
90% had weak or no positive effects.

• Employment/training:  Department of Labor-
commissioned RCTs 75% weak or no positive effects



And when things do work, 
effect sizes are small

E.g. Review of welfare to work programs covering 46 
RCTs: employment at follow up 61% treatment vs 58% 
control; number needed to treat = 33; Share on welfare 
after one year: 65% treatment versus 72% control

Systematic reviews find smds of around 0.05 – less than 0.2 
is considered small

Unrealistic expectations of 
effects create underpowered 
studies





But some things do, 
so exploit hetrogeneity

Mergers and Acquistions
80% of M&A bad for bottom line
Cisco tripled profits through 60 
M&A
Exploited heterogeneity
Had data on 9,000 cases

Other e.g. Nurse Family 
Partnership

More research needed!



RCTs find smaller effects than 
non-experimental designs

“randomized controlled 
trials find systematically 
smaller effects than quasi-
experimental studies” 



Custodial versus non-custodial sentences

RCTs

Non-
experimental 
(mostly PSM)



Making things work better

Conditional cash transfers
• Secondary, bigger less frequent 

payments, and conditions matter

Food supplementation
• Improves nutrition
• Bigger effect if

– Targeted
– Supervised
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The stricter the conditions the larger the impact of cash transfers 
on enrolments 

(increase in odds ratio)

Source: FMSC Distribution Partner - Honduras [CC BY 2.0 
(http://creativecommons.org/licenses/by/2.0)], via Wikimedia 
Commons

Exploiting heterogeneity gets at 
design and implementation issues

Implementation 
matters



There are enormous evidence gaps 
everywhere

Use reviews (or evidence and 
gap maps) to identify research 
priorities
Especially long-run effects



Youth and transferable skills 
evidence and gap map



More research needed

• More primary studies: doing the same 
thing as someone else already did is a 
good thing

• Need more and better reviews
• Scope for methods development in 

review production



Take home messages

• Use rigorous evidence of 
effectiveness

• Use high quality reviews
• Assess global evidence, test locally
• Build institutions for use of 

evidence



Thank you

Visit www.campbellcollaboration.org

Sign up for our newsletter

http://www.campbellcollaboration.org/
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