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The difficult path toward better evidence and better decisions

Eamonn Noonan, CEO, The Campbell Collaboration
Elizabeth Kristjansson, Associate Professor, School of Psychology and Institute of Population Health, University of Ottawa

This year’s impact evaluation conference in Cairo and the forthcoming Annual Colloquium of the Campbell Collaboration serve as an opportunity to highlight the importance of better evidence in the effort to bring genuine improvements in people’s living conditions. The rationale for an evidence-based approach remains simple, solid, and relevant. But what is better evidence? We argue here that better evidence is drawn from high quality primary research and rigorously synthesized in a way that shows not only what works, but why and how it works. Better evidence also means evidence that is relevant to and used by policy makers. This makes for better decisions and better programme implementation; this in turn helps towards improving lives. Effective responses to juvenile delinquency, for example, would mean a reduced rate of recidivism, and this gives a double dividend: fewer criminals – and fewer victims. Evidence-based decisions also improve the allocation of resources, diverting funding from ineffective to effective interventions. In an economic downturn, this is pertinent whether funding is public or private.

Despite this, a model whereby the policy is fixed around the evidence is far from the norm. A growing interest in the interaction of research and policy is often hampered by under-utilisation of scientific methods of evaluation. In education, there is failure to overcome the “knowledge to action gap”; as Levin puts it, “we would get large gains in student outcomes if we used universally what we already know about effective policy and practice.” (1) In policing, innovations linked to scientific evidence are the exception rather than the rule. As Weisburd and Neyroud point out, “often the introduction of research develops serendipitously from a “bright idea” of police practitioners or researchers, rather than through systematic development of knowledge about practice.” (2) In social welfare, lists of effective interventions are in vogue; but many of these are based on “unsystematic, partial, and potentially biased summaries of research evidence.” (3) The development policy debate has moved towards a greater focus on results, and the establishment of Millennium Development Goals reflects this. Yet scientific rigour is largely absent from outcome monitoring. (4)

Can we bring the worlds of research and practice closer together? This essay focuses on four barriers to progress: (i) the dearth of primary empirical studies; (ii) the complexities of synthesising evidence from disparate sources; (iii) the need to consider both internal and external validity; and (iv) the funding and decision making framework. The scale of the challenge can be illustrated by a consideration of a recent review of school feeding programmes. (5) This review, co-registered with the Campbell and Cochrane Collaborations, suggests that such programmes, when properly implemented, improve attendance, improve math performance, enhance short term cognition, and produce small gains in weight.

(i) A tiny proportion of primary research is suitable for use in systematic reviews. Kristjansson’s experience of proceeding from 5921 titles and abstracts (with duplicates) to 139 potentially useful articles, and then to 18 studies deemed fit for inclusion, is a familiar one. Furthermore, the 18 included studies were of uneven quality. Experiments, and particularly randomised experiments, should be built into the rollout of interventions whenever possible, provided that they meet criteria of avoiding harm and informed consent. Properly conducted RCTs allow greater degree of certainty about conclusions on effectiveness than other forms of evaluation. (6) Although there are questions too broad to be addressed by systematic reviews (“does education work?”), the scientific method can and should be applied to more focussed questions: “does one educational intervention work better than another?” Experiment, involving structured comparison, is often the best way to get to the truth of the matter.
(ii) The methodology of research synthesis needs continual attention. The Kristjansson review comprised a range of studies of different designs, from different time periods (1928 to 2003), in different countries, with great variation in implementation, and a wide range of outcome measures. Synthesis and meta-analysis were essential to meaningful recommendations. The study combined that which should have been combined (e.g. weight results from RCTs from LMIC in different studies) and was able to identify and precisely describe effects. “In... RCTs from LMIC, children who were fed at school gained an average of 0.39 kg more than controls over 19 months; in lower quality studies (CBAs), the difference in gain was 0.71 kg over 11.3 months. Children who were fed at school attended school more frequently than those in control groups; this translated into an average of 4 to 6 days a year per child. For educational and cognitive outcomes, children who were fed at school gained more than controls on math achievement, and on some short-term cognitive tasks.” (5)

(iii) There is growing recognition that both internal and external validity need to be considered in rigorous systematic reviews. Evidence on the theory underlying the intervention and of the quality of the intervention itself (obtained from process evaluation or realist review) is as important as information on the quality of the study designed to assess effectiveness. Without evidence on intervention quality, a systematic reviewer might falsely conclude that an intervention does not work when, in fact, it was merely poorly implemented. There is huge scope for inadequate implementation. Examples include poor compliance, lack of trust between service deliverers and recipients, and a level of intensity of the intervention which is too low to make a difference. Recently, van der Knaap et al (7) advocated an approach that involves conducting a systematic review according to strict Campbell guidelines, followed by realist review on the included studies. This approach has merit as attention remains focused on rigorous studies, while it also articulates the theory and the mechanism behind the success or lack of success of the intervention.

Kristjansson et al used a similar approach. (5) The review team comprised experts in nutrition, psychology, internal medicine, statistics, and systematic and realist reviewing; all played important roles in judging not only the study design quality but also the quality of implementation. Process elements were extracted and a realist review of the included studies performed. (8) This revealed factors that may impact on the effectiveness of school meal programmes: energy given, substitution, extent of compliance, and benevolent attention. Finally, in a subsequent study by Galloway, a costing of school meals in four African countries was performed; this was combined with review results to provide evidence of the cost per outcome of school feeding programmes. (9) Hence the authors were able to make policy recommendations not only on what works, but on how programmes might be better implemented so that children receive the maximum benefit for lower cost.

(iv) Rigorous systematic reviews are a first step in building evidence based policy, but they are not the only step. Building an effective, continuing dialogue between researchers and end-users is vital in bridging the ‘knowledge to action gap.’ Knowledge translation is not a one-way street but “a complex system of social interaction among stakeholders.” (10) In this case, the lead reviewer’s e-mail contacts with officials of the World Food Program had several positive consequences, including an invitation to present findings to a WFP meeting, and the commissioning of two “Ten Minutes to Learn” policy briefs. (11; 12) This also made a ‘central contribution’ to the cost-outcome exercise described above, and “to the evidence-base used in a joint analysis by WFP and the World Bank Group, initiated in response to demand from countries for expansion of school feeding programs in response to the global food and financial crises.” (13) The impact on policy remains to be seen.

The opportunity to directly reach senior decision making levels remains limited. Funding decisions reflect a web of strategic and political contingencies, almost always in the context of a gap between available resources and the demands on those resources. For
example, under-nutrition in utero and in early life (under the age of two) may cause permanent damage (14); early nutritional intervention is essential to maximize growth (15) and cognition. (16) Thus, increasing emphasis has been placed on feeding programmes for under-twos (17; 18). The problem arises when funding streams and budget structures force hard choices; more funding for pre-school programmes may mean less is available for school-age programmes.

The challenge in development assistance as in other areas is to shift the budgetary parameters, so that funding moves from harmful or ineffective programmes to effective programmes rather than from one effective program to another. Effectiveness should not be a matter of speculation but of solid evidence. It is hard to see this being remedied without a high level political consensus to mainstream a review of evidence in the funding cycle, and indeed to underpin that consensus in the relevant financial regulations. Who dares to lead such an initiative?

In his inaugural address President Obama stated “The question we ask today is not whether our government is too big or too small, but whether it works - whether it helps families find jobs at a decent wage, care they can afford, a retirement that is dignified. Where the answer is yes, we intend to move forward. Where the answer is no, programs will end.” The call to arms is the easy part; the hard part is to create a regulatory and decision making frameworks that make it easier to channel scarce resources towards effective interventions, and away from ineffective ones. No one magic bullet will bring us to where we should be; the way forward is to refocus and refine our collaborative effort on a variety of fronts.
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All societies care about the welfare of children, though childcare practices and definitions of maltreatment vary across cultures. Child welfare policies are shaped by local values, beliefs, and resources. These include convictions about the nature and scope of public (or community) responsibilities for dependent children, beliefs about what is good and bad for children, and competing claims for public and charitable funds. In some countries, children receive psychosocial services, material assistance, and/or alternative living arrangements in attempts to protect them from harm and promote healthy development. In wealthy nations, child welfare and child protection services may be seen as an integral component of social care (e.g., in Norway) or a set of residual programs for children and families whose needs are not met elsewhere (e.g., in the US). In some low- and middle-income countries, child welfare services are virtually nonexistent, as are organized efforts to identify child maltreatment.

Important advances in research have increased our ability to identify vulnerable children, assess their needs, track their whereabouts, and measure the impacts of social and behavioral interventions on children’s safety and well-being.\(^1\) Thus, we must find ways to use research evidence judiciously and in concert with other concerns if we are to succeed in protecting and enhancing the welfare of children.

We know that child welfare programs can have unintended, negative consequences and hidden effects, yet we have the means to detect such effects. For example, the earliest observational studies of “intensive family preservation programs” (IFPS) in the USA showed that abused and neglected children tended to remain with their families after brief, intensive, in-home services. It was not until these programs were subjected to randomized controlled trials that it became clear that most of these children would have remained at home even in the absence of IFPS. Further, it was discovered that IFPS could actually increase the detection of subsequent child maltreatment and, thus, increase the likelihood that children would be removed from their families.\(^2\) While this result may (or may not) be desirable for children, it was clearly not the intended outcome.

Increasingly decision makers have demanded evidence about the effects of child welfare interventions. For example, when the US Congress approved $1 billion in funding for IFPS in 1993, it directed the US Department of Health and Human Services to conduct a multi-site, randomized experiment to test the effects of these programs on subsequent child maltreatment and out-of-home placements.\(^3\)

On the other hand, many innovations in child welfare have not been closely linked to evidence. The child welfare field seems to embrace one reform movement after another, even if the new reform is just an old wine in a new bottle. Child welfare program administrators have been drawn to branded interventions, which have sometimes been adopted on the basis of scant evidence.

Widespread implementation of ineffective programs can have serious financial, human, and opportunity costs. The costs of being wrong can be every bit as devastating in child


welfare as in health care. In child protection services, for instance, children can be severely harmed by their parents or wrongfully taken from their families. Ineffective treatment of behavioral problems in childhood can lead to extraordinary painful and costly problems in adulthood.

**A little evidence goes a long way**

Government and professional organizations have developed criteria to determine which interventions are effective for problems related to child maltreatment. Many organizations produce lists of “effective” programs and practices. These lists are important because they affect funding and policy decisions that will determine the future of child welfare services.

Several prominent groups use consensus-based standards of evidence to identify “evidence-based” programs that are implemented in child welfare settings. Examples include the California Evidence-based Clearinghouse (CEBC) for child welfare, Blueprints for Violence Prevention, the US National Registry of Evidence-based Programs and Practices, Coalition for Evidence Based Policy, and the American Psychological Associations Clinical Psychology Division. Most of these groups require two controlled trials showing some evidence of positive effects for a program to reach the “top tier” or “model program” status. These criteria allow programs with little evidence to achieve the highest rating. A comprehensive review of all of the relevant evidence (including grey literature) is not required, careful assessments of study methodology and implementation issues are not required, conflicts of interest are not always considered, nor is it necessary to consider whether results may be generalized to other populations and other settings. Such disregard for the basic principles of research synthesis can result in endorsements of programs that have little effect or even prove harmful.

Indeed much of what passes for empirical knowledge about the effects of child welfare programs is not based on sound principles of research synthesis. Instead, most sources of information on “programs that work” are derived from unsystematic, partial, and potentially biased summaries of research evidence.

For instance, to our knowledge there is no systematic review of research on the effects of IFPS in cases of child maltreatment. Some reviewers of this literature have expresses preferences for certain studies based on the outcomes of those studies with little attention to their methodological rigor. Thus, some reviews merely reflect proponents’ opinions.

---
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Campbell and Cochrane reviews related to child welfare

Systematic reviews have been generated by key questions in child welfare policy and practice. Here we describe three such reviews (other examples are: 10, 11, 12, 13, 14).

In response to concerns about the perceived failings of IFPS in child welfare, some observers suggested that child welfare programs should adopt Multisystemic Therapy (MST), a “model program” that was originally developed in juvenile justice settings. Indeed, MST has been widely replicated in diverse settings on the basis of nonsystematic reviews that claim that MST is effective across problems and populations.15 A joint Campbell and Cochrane review found that MST was not consistently better or worse than any of the alternatives to which it had been compared.16

An award-winning Campbell/Cochrane review compared outcomes of kinship foster care with those of traditional, non-relative foster care.17 Results suggest that children placed with relatives demonstrated better developmental and mental health outcomes, and had more stable living arrangements. Further, there were no differences between kinship care and regular foster care in terms of rates of reunification of children with birth parents. Children placed in non-kin foster homes were more likely to be adopted and more likely to use mental health services. Although methodological limitations of the original studies necessitate caution in interpreting results, this review added much-needed information to a longstanding debate about the relative merits of kinship care and foster care.

Less attention has been paid to diagnostic and prognostic questions in the fields of social care than in medicine, yet the implications of incorrect assessments are every bit as far-reaching. In child welfare, families investigated for child maltreatment are assessed for the likelihood that they will injure their children in the future. An incorrect prognosis can lead to the wrongful removal of children from their parents or, likewise, leave children in harm’s way. Campbell’s first systematic review of prognostic tools will ascertain the


psychometric properties of several widely used risk assessment instruments in an effort to maximize the use of reliable and valid predictors of further maltreatment.¹⁸

**Putting it all together: Evidence-informed decisions**

Although rigorous evidence about the impacts of child welfare programs and policies is needed to inform policy and practice, this evidence cannot tell us what to do. Even the best evidence must be combined with other considerations to formulate wise decisions.

For example, if intensive, in-home services do not prevent (and might increase) the removal of maltreated children from their homes, what should policy makers and practitioners do? The answer depends, in part, on their goals: If protecting children is paramount, then intensive services offer some advantages; if preserving families is paramount, other approaches should be tried.

If MST is no more or less effective than its alternatives, then our choices can be based on other considerations. Following the publication of the Campbell/Cochrane MST review, MST was adopted in some jurisdictions because decision makers liked the structure and documentation that it provides. Elsewhere MST was abandoned because it was seen as too costly or inconsistent with local cultural norms. All of these decisions are legitimate, in light of the current best evidence of the program’s impact.

The widespread adoption of “model” programs can squelch innovation and adaptations necessary to meet individual needs, respond to local conditions, and respect cultural traditions. As in medicine, evidence-informed policy and practice in child welfare should increase our options, not restrict them.¹⁹

**Conclusions**

Decision makers need comprehensive, reliable, and unbiased syntheses of credible evidence to make well-informed choices. They need to know about the accuracy of the decision-making tools and the impacts of child welfare services for various problems, populations, and settings. Systematic reviews can provide such evidence, thus they are essential for decision-making in child welfare. Decision makers must, however, use this evidence judiciously and in concert with other concerns.
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Mobilizing knowledge to support better learning
Ben Levin, Ontario Institute for Studies in Education, University of Toronto

School systems, like health systems, face the challenge of finding ways to connect evidence to the decisions of governments and to the daily practices of large numbers of practitioners (Grimshaw et al., 2006). In both fields, early optimism that research could guide policy and practice in a direct way has been replaced by an awareness of how difficult these connections are.

First, the good news. There has been a surge of interest in how education research affects policy and practice. There are more studies, more publications and many more practical efforts to assess impact and improve the situation. Governments and professionals are more inclined to search for and use research in shaping their work, and there is much more research to draw on than used to be the case. For example, we know a great deal more than we used to in such diverse areas as teaching reading, engaging parents, motivating students, and working with various disabilities.

The interest is not just theoretical. Many organizations, such as universities or school systems, have made more effort to build research into their work. Many countries have taken steps to strengthen these connections by creating new structures, processes or institutions (e.g. Alton-Lee, 2007; Nutley et al., 2007; OECD, 2007).

The widespread view that research is largely ignored in education is not supported by the evidence (Cooper, Levin, & Campbell, in press; Biddle & Saha, 2002; Rickinson, 2005). Educators at all levels are much more interested and aware than they used to be of the potential value of research. Most educators have a range of connections to research, through professional reading, professional development, graduate work, or other means. Most published material for schools, including the materials produced by professional groups and school systems, schools does make use of relevant research findings. Increasingly, professional development for teachers and others draws extensively on research. Schools and school systems are investing more effort in analyzing data on student outcomes in order to guide practice. There can be no doubt that research has a more prominent place is every area of education than was the case ten or twenty years ago (Levin, 2004).

The key role of third parties in knowledge mobilization in education has become increasingly evident (Honig, 2004; Levin, 2008). Much of the connecting of research to practice for schools is done by groups such as teacher organizations, agencies that provide professional development, lobby groups and the media. Recognizing this connection, new organizations and activities have arisen with a focus on connecting research to policy and practice in education, including new local partnership bodies, national organizations such as research centres, and international bodies such as the Campbell Collaboration (www.campbellcollaboration.org). Various research and development organizations have been created at national and sub-national levels with a specific mandate to promote and share research about schooling.

These developments, however, do not mean one can be complacent about the current situation; much room for improvement remains even if one is not naïve about the potential contributions of research in a political world (Levin, 2008). The situation is also much more difficult in developing countries, where the teaching workforce is less educated, mediating agencies are fewer, and policy processes are even more subject to short-term political pressures. Developing countries also face the challenge of a lack of research that is relevant to their contexts.

The barriers to more effective use of research in education are multiple and real (Nutley et al., 2007). They include insufficient evidence, poor availability of evidence even when it does exist, lack of skill in finding and interpreting evidence, lack of infrastructure to
support research use, strong inertial forces around existing practices, and various pressures in directions contrary to the evidence.

Despite increasing effort, our knowledge about how research affects education practice is still quite limited. In many important areas the empirical evidence is still thin, and research methods to provide better evidence also need development. The education sector still spends much less of its overall budget on research than is the case in health. Not enough studies are done and studies tend to be small scale and oriented towards cases or interviews. There is not enough replication or cumulative work. Too many studies construct new frameworks instead of building on the work of others. Much remains to be done to improve our research capacity.

Even where there is strong research evidence, teaching as a profession still does not have the same tradition of using research as seems to be the case in the health professions (Hargreaves, 1999; Slavin, 2002). Teacher training gives less attention to the importance of research than do nursing or medical education. Although much remains to be learned about effective education policy and practice, we would get large gains in student outcomes if we used universally what we already know about effective policy and practice. For example, significant resources are used for students who are repeating courses or grades instead of being used to help them succeed the first time. Similarly, there is substantial evidence on way to increase students’ intrinsic motivation, which is closely linked to achievement, yet these practices are not as widespread as they should be and there is still much reliance on extrinsic motivators.

Although teaching is often thought of as an individual activity, in education the use of knowledge is mediated through other social and political processes. Teaching is deeply shaped by current and past practices even where these are quite contrary to the evidence. Simply telling someone there is a better way to do it rarely changes their behaviour – just as most people do not stop smoking or start exercising because they are told that would be good for them.

Changing practices in complex systems is a matter of changing the social contingencies around practice. The most powerful vehicle for moving evidence into practice in schools lies in changing the organization of daily work so that evidence is more deeply embedded. This will require a closer connection from research to ongoing school activities such as leadership development or professional development.

At present very few schools and school systems have much infrastructure to support using research. By ‘infrastructure’ I mean people and systems that are designed to find, share, promote and apply relevant research to the daily problems of policy and practice. A look at the websites of schools, school districts or ministries of education all around the world shows how little attention research receives in the way most of these organizations communicate their work (this analysis is currently being done by the OISE KM team; papers will be posted at www.oise.utoronto.ca/rspe). Most education organizations do not have systems that ensure that relevant research is available to, let alone regularly used by their members. Since we know that teaching practice is shaped more by the practices of peers than by reading research, it is important to find ways in which research findings can be translated into real practices that people find meaningful and practical.

It is worrying that universities and faculties of education appear to give little attention to organized knowledge mobilization in education, notably so in comparison to technology transfer efforts in areas such as science or medicine which are much better organized and supported. For example, very few universities provide good access to the research produced by their education faculty. At best there might be lists of projects or reports, but typically little beyond that.

A neglected area in knowledge mobilization in education is the role of graduate or advanced study. Large numbers of teachers and school administrators participate in
graduate study or advanced continuing education, where they have extensive contact with research and researchers (Hemsley-Brown, 2003). However typically neither universities, who provides these programs, nor the organizations in which the students work take much advantage of this experience to build ongoing relationships with researchers, or to strengthen their internal capacity to share and use research findings. This represents a promising area for progress – if, for example, graduate students received both specific advice and internal support for playing a mediating or brokering role around research in their home organizations.

**What Next?**

Next steps follow from the preceding diagnosis.
- Schools, school systems and government ministries need to increase their capacity and infrastructure for knowledge mobilization. Steps such as assigning someone responsibility for locating and sharing relevant research, or putting research results on the agenda of regular staff meetings, would be simple yet very helpful.
- The vital role of third parties as primary mobilizers of knowledge in education needs to be recognized and accommodated; more could be done to take advantage of the work of existing third parties such as those who provide professional development for teachers or principals.
- Current efforts to share and use research should themselves be the subject of research and evaluation. We simply need to learn more about the effects of various efforts.

**Conclusion**

This review suggests that action for knowledge mobilization in schooling is needed on several fronts simultaneously in order to improve the way that research supports and influences policy and practice across the education sector.

**References**


We all agree we need better evidence. 
But what is it and will it be used?
*Howard White, Executive Director, International Initiative for Impact Evaluation (3ie)*

The challenge of development is to improve the quality of life across the world in a sustainable manner. What we mean by the quality of life is captured in the widely-accepted Millennium Development Goals (MDGs), which include the target to reduce infant and under-five mortality by two-thirds between 1990 and 2015, and to reduce HIV/AIDS prevalence.\(^\text{20}\) Other goals include halving income-poverty and ensuring that all children are in school. Good health is recognized not just as an end in itself, but as a necessary condition for achieving the other goals.

Despite broad acceptance of the MDGs, each year two million African children die before reaching their first birthday. Another two million die before reaching their fifth birthday. These numbers have not fallen in the last three decades. In 2005, 1.4 billion people lived below the poverty line of US$1.25 a day\(^\text{21}\). That is, one quarter of the population of the developing world live in poverty, a proportion which has not declined over the last 25 years. In many countries poverty is now higher than at independence forty to fifty years ago.

So whilst some countries, notably those in East Asia, have made rapid progress, many others have not. This lack of progress cannot be blamed on inadequate resources alone. Billions of dollars are spent annually on development programs. In recent years development aid has topped US$100 billion a year, and far more than this is spent by developing country governments from their own revenues. In fact, as is being documented in an increasing number of places,\(^\text{22,23}\) there is little evidence on the impact of development programs. But this very lack of evidence is reason to doubt that the spending has been put to best use.

The call for stronger evidence has come from a number of sources. Over the last fifteen years governments around the world have adopted the ‘Results Agenda’. No longer was the performance of government programs to be judged by attaining spending targets, or even delivering agreed outputs. Rather, there had to be a demonstrable impact on welfare outcomes such as poverty, mortality and empowerment. In the development field the focus on results has coalesced around the Millennium Development Goals (MDGs). Agencies, such as USAID and the United Kingdom Department for International Development (DFID), adopted aggregate-level outcome monitoring at global, regional and national level, for example tracking trends in under-five mortality. However, it was soon apparent that outcome monitoring said nothing about attribution: were development programs behind the observed changes or not?\(^\text{24,25}\)

Existing evaluations were found to be wanting when it came to answering this question. Most evaluations had focused more on management and implementation, what are usually called process evaluations, than on outcomes and impact. Studies with outcome measures were unable to answer the attribution question with any confidence. Some groups, notably the Poverty Action Lab at MIT, have been active in promoting

\(^{20}\) http://www.un.org/millenniumgoals/
randomized control trials (RCTs) to fill this ‘evaluation gap’. RCTs are of course the norm for medical researchers, and have been common in developing countries for public health interventions including nutrition and water treatment. But they have been virtually unknown for other social and economic development programs.

A vigorous debate has ensued over the use of RCTs to assess development interventions. Some criticisms come from those skeptical about the application of any quantitative methods in assessing development interventions. But to date these critics have not shown how qualitative approaches alone can capture outcomes for large-scale interventions, let alone can adequately assess causation. Others point to practical, ethical and political constraints to randomization. There is some merit in these arguments. Randomization is most applicable for discrete, homogenous interventions, analogous to drug treatments for which the approach is commonly used. There are such cases, for example the impact of deworming on school attendance, and, most famously, ‘conditional cash transfers’ by which families receive money for adopting certain behavior, such as keeping girls in school of which the best known is the Prograsa program in Mexico (later renamed Oportunidades). RCTs have become much more common in the last three to four years, incorporating both health and nutrition components. For example, transfers are now being conditioned upon pregnant women attending ante-natal clinic. But there are many cases when randomization is not possible, not least because the evaluators are only called in at the end of the program, so statistical matching procedures, called quasi-experimental methods, have to be used to create an untreated control group. A few years ago there were very few evaluations applying either experimental or quasi-experimental approaches. But now there are many more such studies. The question is, how can they translate into better policy and so better development outcomes?

The International Initiative for Impact Evaluation (3ie) was created to promote evidence-based policy making in development programs. 3ie stresses the need for ‘quality impact evaluation’, of which technical rigour is a necessary, but not sufficient, part. Policy influence is partly a matter of communication. Policy makers are not interested in the technique of instrumental variable double difference estimation. They want to know how to get better development outcomes and what cost. But policy influence can also be increased by using well-contextualized evaluation designs, drawing on the principles of theory-based evaluation. Theory-based evaluation may be contrasted to ‘black box’ evaluation designs. The black box approach simply reports the mean difference in outcomes between treated and untreated groups. For a medical treatment, such an approach can suffice, though it would be well to allow for impact heterogeneity between treatment groups – is the treatment more or less effective for people of particular age, sex or physical condition? But for more complex interventions a more elaborated approach examining the theory behind the intervention – how the inputs should result in the intended outcomes – is of use. Some examples illustrate this point.

A nutrition project in Bangladesh was intended to identify growth faltering infants and young children through regular growth monitoring by community nutrition workers. Targeted children received supplementary feeding and their mothers got nutritional counseling. However, the program was found to have little overall impact, being most beneficial to the most malnourished children (and so having its greatest impact in the lean season). So why low impact? A variety of reasons were identified. In the first

instance, mothers are not the decision makers in rural households especially if they live with their mother-in-law. Participation was lower for such women, and, even if they participated, it was not they who made the nutritional decisions in the home. Supplementary feeding was frequently not supplementary but displaced existing meals. Low impact also resulted as, whilst many malnourished children were missed by the program, children who were not growth faltering were admitted. The reason for this mis-targeting was that the majority of community nutrition workers proved unable to correctly interpret the growth charts, and so decide who should be in the program. And for women who were included, the behavior change communication (BCC) frequently did not result in behavior change, partly because of the role of other decision-makers (mothers-in-law again), and partly because of resource constraints. This example shows how unpacking the causal chain provides concrete policy advice, such as including fathers and mothers-in-law in the nutritional counseling, and better training of community nutrition workers.

Another reason for low impact was that the nutrition supplement suffered from both leakage (it was given to someone else) and substitution (it replaced existing foods rather than being additional). In a nutrition program in Nicaragua low impact was traced to the fact that mothers were not giving the supplement to their children as they reported that the children did not like it, and the mothers also thought it damaged the children's teeth and upset their stomach.34

Taking an example outside of the health sector, it was found that the poorest rural households did not connect to the grid even though they spent more on lower-grade energy from kerosene lamps than the cost of grid electricity. The reason was that they could not afford the initial connection charge, and despite the many proven benefits from these connections.35 Analysis of the data showed that the majority of households connected in the first two to three years, but around a fifth did not do so even after fifteen years. The policy implication is that connection subsidies could be successfully targeted to the poorest by introducing them three years after electricity arrives in a village.

But we need be flexible and look at evidence even when we lack a theory. Recall that Semmelweiss was criticized as his empirical findings had no theoretical foundation at the time. The rural electrification study provides an example of when a black box approach may suffice. Women in households having electricity connections have significantly lower fertility (having of course controlled for the fact that these women are in better off, more educated households, which are also correlates of fertility). There are many channels which may explain this link, access to television appearing to be the strongest, a study from Brazil finds that soap operas have played an important role.36 Whilst these channels cannot be provide conclusively, it is still worthwhile reporting the electricity-fertility link. The same World Bank study showed how electrification helps preserve the cold chain, but does not affect overall vaccination coverage since National Immunization Days reach outlying areas – but building routine vaccination into the health system is more cost effective.

Looking at such policy-relevant issues means moving beyond pure impact analysis, but also beyond purely quantitative approaches. The importance of mothers-in-law in Bangladesh was gleaned from the anthropological literature, which led us to unpack the household roster in the household survey to identify women in this position. Focus group discussions regarding the ‘knowledge-practice gap’ reinforced the role of mothers-in-law in preserving traditional practices (as one group said “we’ll do these new things when our mothers-in-law have passed”). Participatory ‘poverty assessments’ in the nineties

shed light on constraints to utilizing health services, including the ill-treatment the rural poor received at the hands of some health centre workers. An anthropological study of rural electrification in Zanzibar showed how poor information meant households being charged a fixed tariff unnecessarily reduced consumption, so that the potential benefits went unrealized.

Policy relevance also comes from ensuring that studies can address the cost-effectiveness of alternative means of achieving the same outcome. Studies show that point-of-use treatment has a greater health impact (child diarrhea incidence) than the provision of community water supply. The reason for this result is well known. Community water is stored in the household in open containers and becomes contaminated before use. Household connections avoid this problem but are very expensive. The conclusion appears to be that the global development target for clean water should be replaced with a more effective strategy of promoting point-of-use treatment, which would have higher impact at lower cost. However, this is not so straightforward. Installing community water supply delivers time-saving benefits, typically the time spent collecting water falls from 45-90 minutes per household a day to just 15 minutes. But point-of-use treatment entails costs to the household for chemicals and equipment, as well as time. Unless households place sufficient weight on the health benefits they will not want to incur these additional costs. A study simply of the impact of the treatment alone does not give all the policy information needed – but hardly any studies of the impact of point-of-use treatments addresses their sustainability.

It could be argued that what is needed in such cases is better health information. So an evaluation design could include three treatment groups, what I call, an A, B and A+B design. This design examines the impacts of the water treatment (A) and health education (B) alone, and the two combined (A+B). Existing evidence, though it is slight, suggests no greater impact from A+B, than either A or B separately. Evaluations which allow for variations in intervention design in this way yield better policy information, though an untreated control should also be included for calibration of impact compared to no intervention, and so the cost effectiveness of the different interventions.

In summary, there is growing momentum behind better evidence on the effectiveness of development spending. There is still a need for a much broader evidence base, but several recent initiatives, including 3ie, are expanding that base. But in addition to conducting more studies, we also need better studies which result in a bigger impact from development spending. Achieving this means engaging policy makers and adopting policy-relevant evaluation designs, which entails engaging a broader range of techniques than rigorous quantitative impact evaluation.

Medical practitioners in bygone eras no doubt were convinced by the evidence of their own eyes, the wisdom of their clinical judgment, and the prevailing understanding of disease that such treatments as bloodletting, mercury therapy, and lobotomy were effective. What psychologists now recognize as confirmation bias—the tendency to interpret evidence in ways favoring preexisting beliefs—is a powerful force, especially for those who must act upon that evidence and justify those actions to clients, patrons, and critics. While not immune to such impulses, modern medicine is now far more skeptical of subjective forms of evidence and demands a higher standard of proof for claims that a practice is effective.

In the domain of social interventions we see far less skepticism. As the previous essays in this series attest, few of the programs routinely used in education, criminal justice, child welfare, and social development have been tested for effectiveness against a credible standard of evidence. Nor do the practitioners, clients, and advocates of these programs show much inclination to ask for such evidence. The problems at issue are largely ones of human behavior, and the programs that address them are typically based on concepts that are not nearly so different from everyday understanding as matters of blood chemistry or cell growth. Every voter, city council member, and legislator has well-established ideas about how to change human behavior, whether the topic is educating children, reforming criminal offenders, or alleviating poverty. Professionals responsible for providing the corresponding services have especially strong opinions about what works. For them, the validity of their understanding of the problems addressed and the effectiveness of their practice is amply confirmed by a wealth of evidence from their direct observations and experience.

It would be a simpler world, and one in which improving the human condition would be far easier, if the observations, experiences, and intuitions on which social programs and practices are readily based were indeed reliable guides for effectively attaining the intended benefits. We might then safely assume that most such endeavors were effective without demanding further evidence and be wary only of the occasional outlier that needed attention. When social programs and practices are put to rigorous test, however, we frequently find no measureable benefits. Peter Rossi, one of the giants in the field of social program evaluation, once referred to research on the effectiveness of social programs as “a parade of null results.” Even more troubling are the instances where adequate evidence has shown the effects to be harmful. Prison visitation programs of the “Scared Straight” genre, which expose juvenile offenders to prison conditions and adult inmates who warn them in graphic terms of the consequences of continued criminal behavior, for example, have enormous intuitive appeal and were widely adopted during the 1980s. As controlled studies slowly accumulated, the results of a systematic review showed almost without exception that juveniles subjected to these programs committed more crimes afterwards, not fewer. Faith in personal intuition and confirmation bias are powerful forces, however, and some of these programs continue to have committed advocates.

The interjection of unproven social programs into people’s lives under the guise of helping is little more than quackery. The antidote is the nascent, but growing movement toward evidence-based practice. A significant challenge, however, is determining what constitutes adequate evidence. Few social programs bring about such dramatic, distinct, and extraordinary effects that objective observers can be confident of their benefits without a more probing evaluation. Unlike the spoof of randomized controlled trials widely circulated among critics, social programs do not function as parachutes that so clearly avert otherwise certain death among those jumping out of airplanes that their effectiveness is obvious. With rare exceptions, the best that social programs can do with the difficult problems they address is produce incremental improvement against a
background of great natural variability in outcomes. Under these circumstances, it is well-executed randomized controlled trials that produce the most convincing evidence of effectiveness. Though there are occasionally insurmountable practical barriers to implementing RCTs with social interventions, the thousands of instances in which it has been accomplished attest to its feasibility.

Those thousands, however, fall well short of covering the significant social interventions currently in actual or potential use. The other essays in this series are clear on the need for better evidence about what works to guide practice and policy for social programming. Better evidence, however, is not simply a matter of more evidence, or more rigorous evidence, though both are required. Important developments in the nature of that evidence must be accelerated for it to be truly useful. Most social programs are not well-defined in the sense of having a detailed protocol that specifies what they are and how they are to be delivered. Rather, they are more like what mathematicians call a fuzzy set, groupings characterized by key family resemblances that identify them as instances of a given program, but with multiple dimensions of variability from one instance to another. Among the more general dimensions of variability are different mixes of component elements, as when a science curriculum does or does not include the supplemental instructional computer program. Quantity of service often varies widely as well, e.g., group counseling for adolescent substance abusers may range from a few sessions in one implementation to dozens in another. Service quality, in turn, can vary for different elements within a program as well as between programs. Moreover, even when generally effective, social programs often have different effects for different subgroups of recipients.

Adequately characterizing the effects of such programs with RCTs must attend to this multidimensionality by incorporating thoughtfully selected moderator variables with potential for accounting for differential effects. The question for social programs is not, “what works,” but “what variant works, for whom, under what circumstances.” Though this is not so different from the analogous questions for interventions in medicine and public health, they are especially critical for social programs because of the generally greater variability they display in both the interventions and the responses of the recipients.

A further implication of this situation is that a handful of RCTs, each conducted in its distinctive circumstances, is not likely to provide a sufficient breadth of evidence to provide a sound basis for practice and policy. It is especially necessary for social programs to be tested via many studies that encompass a diversity of program variants, recipient characteristics, organizational and service delivery arrangements, and settings. A raft of such studies allows a better estimate of the robustness of the overall effects, the variables associated with differential effects, and the recipient and setting characteristics over which effects do and do not generalize.

The results of those studies, in turn, must be integrated, analyzed, and interpreted in ways that reveal what, when, and how positive effects are produced, and do so in a way that will be informative to practitioners and policymakers. This, in turn, presents a challenge to research synthesis. Reviews of the standard set by the Campbell Collaboration and Cochrane Collaboration must be conducted to ensure systematic and objective treatment of the evidence. However, such reviews must pay more attention than is represented by current practice to the heterogeneity of effects and the moderator variables that may be associated with differential effects, both those associated with program variants and those associated with recipient characteristics. In meta-analysis of effectiveness studies of social interventions, we must be more concerned with the variance of the distribution of effect sizes than with the mean. Around that mean we find variants and circumstances where there are large effects and others with little or no effect, and sometimes negative effects. It is critical to the interpretation of evidence for evidence-based practice is to know which is which.
But, as my colleagues have observed repeatedly in the other essays in this series, better evidence has little practical value if it is not used by practitioners and policymakers. On this point, we must reexamine our assumptions about the relationship between research and practice, and researchers and practitioners. The current framework is one in which researchers develop evidence and evidence-based programs and offer them up as gifts to those responsible for actually implementing interventions. Like the birthday tie that doesn’t quite match the rest of the wardrobe, those gifts are not often appreciated or used. Weisburd and Neyroud\(^5\) propose, in the context of policing practice, that research must move from the outside to the inside to become a natural and organic part of the functioning and mission of service agencies. Similarly, we can imagine research as a more integral component of the infrastructure of policymaking bodies. Such integration would not only facilitate the use of research evidence to shape practice, but would shape the research to produce evidence more useful for practice. Finding ways to attain this integration of research and practice may be the greatest of the many challenges to the ideal of evidence-based practice. These are challenges that must be confronted with vigor, ingenuity, and persistence if indeed we are to find and use better evidence to create a better world.
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